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SUBSYNOPTIC SCALE DYNAMICS AS REVEALED BY USE OF FILTERED SURFACE DATA 

Charles A. Doswell III 

A band-pass filtering technique, based on an exponential weight 
function interpolation method, is presented. Both spatial and temporal 
filtering are simultaneously accomplished and the center of the band can 
be positioned within the spectral domain to satisfy user needs. The 
filter is appl ied to conventional surface meteorological observations 
for eight severe thunderstorm days in Oklahoma. Surface sUbsynoptic 
systems are shown to be well correlated with severe weather events. 

Combining results of the filtering with available numericaf studies 
permits a scale analysis for sUbsynoptic systems. Three fundamental 
findings about these systems are developed: first, the data support the 
hypothesis that the circulations derive their energy from baroclinic 
sources; second, anisentropic processes of eddy mixing and latent heat 
release are apparently vital to the sUbsynoptic flow; and third, evidence 
supports the existence of a balance between pressure forces and momentum 
transport via vertical circulations. Those findings are in basic agree­
ment with previous medium-scale dynamical theory and experiment, but the 
lack of information about vertical structure precludes a definitive 
description of subsynoptic circulations. 

1 . I NTRODUCTI ON 

Observation and analysis of a phenomenon are the first steps in the 
development of most meteorological concepts. Unlike modern physics, where 
theory frequently precedes observation 1, meteorological concepts have typically 
developed after a long series of observations followed by the abstraction of 
the relevant physical concept. Recent meteorological theory consistently 
emphasizes the concept of a phenomenon's scale (e.g., Palmen and Newton, 1969) 
in an effort to separate meaning from "noise". Unfortunately, there is no 
general agreement on definition of those scales. Meteorological phenomena 
generally operate over a range of values for the scaling parameters. As a 
result, a particular phenomenon may occur in that part of the range overlapped 
by another and when scale limits are set arbitrarily in this overlap region, 
neither phenomenon has an unambiguous scale. We generally assign arbitrary 
limits to small (micro), medium (meso), and large (macro) scales, but these 
are only rough guidelines. A purpose for doing so is to eliminate those 
events which have relatively insignificant effects. 

I As an example, the prediction of the existence of sub-nuclear particles based 
on theoretical evidence has typically preceded actual observation of the 
particles. 



Scale definition is complicated by the lack of an information theory for 
meteorological observations such as exists for pure time series observations 
(see Blackman and Tukey, 1958). Meteorological data involve both spatial and 
temporal sampling. Since meteorological waves travel and evolve in space and 
time, further complications are introduced. By using the time series observa­
tions available at the fixed locations of our network (see Amble, 1953), 
analysis should be improv~d. However, it is not clear how this is to be 
accomplished most effectively. ---

Much meteorological analysis is empirical or heuristic. In fact, the 
subject of objective analysis is largely concerned with interpolation and the 
methods used can be only subjectively justified since the "true" fields are 
unknown. Gandin's work (1963) attempts to clarify interpolation error effects 
based on correlation functions developed for data ensembles. The variational 
methods of Sasaki (1958, 1970) may be thought of as a filtering technique 
based in part on physical constraints. Stephens (1971) has pointed out that 
physical constraints involving observed derivatives can reduce aliasing by 
effectively decreasing the Nyquist interval. Methods based on physics hold 
great promise for extending the utility of meteorological analysis. One must 
have some prior knowledg~ of the physics to apply such constraints, however. 

One scale of meteorological phenomena which remains poorly observed and, 
hence, poorly understood is the so-called mesoscale. For our purposes, meso­
scale motions encompass phenomena whose spatial dimensions are 10 to 103 km, 
and whose temporal dimensions range from 1 hr to 10 hr. Sampling theory 
suggests the upper limits of the mesoscale range are sampled more or less 
adequately by the conventional surface station network of reporting stations 
operated by the National Weather Service in cooperation with the Federal 
Aviation Administration. It is within the mesoscale range that there exists 
a so-called "spectral gap" (see Lumley and Panofsky, 1964). That is, the time 
averaged power in that part of the spectrum is generally much less than at 
larger and smaller scales. However, it is also within this range that the 
relatively rare (but exceedingly important) severe local storm occurs. 

Individual severe storms and their attendant effects are at the lower 
mesoscale range and thus are not adequately sampled by the conventional net­
work. But these storms tend tooccl,jr in ways which indicate organization on a 
larger scale (Tegtmeier, 1974; McFarland, 1975) and yet this larger scale is 
not as large as the extratropical cyclone (synoptic) scale. The question is 
whether subsynoptic scale systems exist that can be resolved by the conven­
tional data network. Provided that such systems exist, they must be observed 
enough times to allow abstraction of the re1evimt physical concepts.., ... i.e., 
their dynamics. 

To isolate phenomena of the scale considered, a band.pass filtering tech­
nique is proposed. A band-pass filter is one which reduces amplitudes at 
scales below and above the one of interest. Variational band-pass filters 
have been developed by Hylton (1972) and Sheets (1972). Hylton's band,.pass 
fil ter is desi gnedto limit the magni tude of derivatives of the analyzed 
fields but includes no model constraints. Sheets treats the tropicC).l cyclone 
and incorporates derivative filters like those of Hylton with a simple model 
applicable to tropical cyclones. . . 
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The state of knowledge concerni ng the subsynoptic scale is sketchy, .at 
best. Tegtmeier (1974) has indicated, via subjective analysis, some of the 
types of subsynoptic systems that occur in the Great Plains. Matsumoto, 
Ninomiya, and Akayama (1967) present a case study of a subsynoptic system and 
Matsumoto and Ninomiya (1969) propose one theoretical model that may beappli .. 
cable. Sasaki (1973) presents some provocative results concerning momentum 
fluxes based on variational analysis of surface data for a case study in Okla~ 
homa. McGinley and Sasaki (1975) have proposed that symmetric baroclinic 
instabilities may be present in severe stonn generating systems. The model of 
Matsumoto and Ninomiya (1969) proposes an interaction between gravitational 
modes and "synoptic" modes. There have been proposals (Maddox and Gray, 1973) 
that CISK (forced Ekman boundary 1 ayer pumpi n9, described by Charney and 
Eliassen, 1964) may have some crucial role. Nevertheless, there is not enough 
observational knowledge of the four-dimensional structure of subsynoptic sys­
tems to allow any single model to emerge as the basic physical mechanism. 

In spite of deficiencies in understanding events on the subsynoptic 
scale, some problems can be resolved by the technique of band-pass filtering. 
By designing the filter to isolate subsynoptic scale features, characteristic 
values can be estimated for variables of interest. When these values are 
established, a scale analysis appropriate to the subsynoptic range can be 
done. This scale analysis is tentative, owing to lack of information about 
the vertical structure. However, results of numerical simulations and theo­
retical studies can be used to supplement the surface observations; thus, 
dynamical insights can be gained into subsynoptic systems and their role in 
severe convective storms. 

2. FILTERING TECHNIQUE 

2.1 The Barnes Interpolation Scheme 

The basic tool used throughout this analysis is the interpolation scheme 
developed by Barnes (1964, 1973) . . Although any interpolation scheme could be 
used to develop a band-pass filter, Barnes' method is particularly convenient, 
owing to the simple functional form of the weight functions. This method is 
of the weighted-average type, with the weight function given by 

~ . ~-+ w (x) = exp [-V • YJ , (1) 

where x is the position vector given by 

+ x e ) 
n n ' 

~ 

and Y is the weighted position vector 
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and the ei are the n unit vectors in the n-dimensional space over which the 
analysis is applied . . Consider a weight function which is isotropic and homo­
geneous in x-y space, so that the spatial coordinate is simply the distance 
from the grid point to the data point in question. The second coordinate is 
the temporal separation. Thus, (1) is simply 

R*2 p.2 
w (R*, T*; K, n) = exp [--' - - -J 

4K /!·n (2) 

where R* and T* are the dimensional distance and time separation, and K and n 
are the distance and time parameters at our disposal for weightingspecifica-
ti on. . 

Barnes has shown that interpolation using (2) acts as a low-pass filter 
with a particularly simple response function: 

(3) 

where k* and v* are the dimensional wavenumber and frequency. Owing to the 
smooth nature of the weight function, the response is also smooth and problems 
associated with side lobes (Sasaki, 1960) are avoided. 

Application of this interpolation method is to filter the data. Thus, it 
is not desirable accurately to reproduce input observations at all points in 
space and time. Results are expected to depart from the observations, espe­
cially in areas affected by thunderstorm-induced flows. Only if such storm-

. generated patterns are sufficiently large and persistent will they be retained. 
From this viewpoint, a 900dness-of-fit measure (such as an RMS error) is not 
useful in determining analysis qU'ality. Thus, only one iteration (Barnes, 
1973) is performed to 'produce a low-pass filtered field. 

2.2 Band-Pass Filter Design 

A non-dimensional filter design permits application to any grid, without 
specifying grid length values. An appropriate characteristic length scale is 
the miminum resolvable wavelength, L~ :2~s. By using this length scale, 
dimensional wavenumber, k*, is given a non-dimensional value, k, according to 

k = k* 
k~ , 

(4) 

where k~ is the. characteristic wavenumber, 
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k - 2;r . 
6. - L6. . (5) 

Ifa general wave of length L* ~s considered to be some number, A, (not neces­
sarily an integer) of grid intervals long, the wavenumber of that wave is 
given by 

A similar development can be made in the time/frequency domain, where waves 
are defined in terms of the characteristic period P6. = 26.t. Then the non­
dimens i ona 1 frequency, v, is gi ven by 

2;r P6.2 
v = - - =-T6. t 2;r T' 

(6) 

(7) 

where a general wave of period p* is considered to be T time intervals long. 
As (6) and (7) imply, in th~ non-dimensional k (or v) system, the wavenumber 
varies from zero at the spatial (temporal) mean, to unity at the spatial 
(temporal) Nyquist wavenumber (frequency). 

Consider a Barnes-type response function/weight function pair in the 
spatial domain: 

(8) 

To within a constant, as shown by Barnes, these constitute a Hankel Transform 
pair. In transforming to non-dimensional variables, R* is non-dimensionalized 
by using the characteristic RL1 = pli$, where p is an arbitrary constant. Thus, 
the non-dimensional radius is R, where 

R* R =­. p6.s (9) 

If the analysis parameter, K, is defined in terms of a non-dimensional number, 
D, such that 

K = D2 's2 o , 

then by using (9) and (10), the response function/weight function pair (8) 
becomes 

5 
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rs (k; D) = exp [-(wDk)2] , 

Ws (R; D) = exp [-(pR/2D)2] 

A similar analysis in the time domain yields 

(11 ) 

(12) 

where the non-dimensional time separation (y is the temporal analogue to p) 
is T, given by 

T* 
T = Ylit ' 

and the temporal analysis parameter~ n, is defined in terms of N, a non­
dimensional number such that 

To use (11) and (12) to develop a band-pass filter, define 

(13) 

(14 ) 

(15 ) 

which ;s the change in response~ using parameter Om, between the ith and jth 
wavenumber-so If k2 is to be the waVenumber where the band-pass filter's peak 
response is desired (the center of the band)~ we must simu1taneouslymax;mize 

~r(a) = r (k
i
; 0a) 12 s 

(16 ) 

subject to the constraint that 

(17) 

6 
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Note that k1 < k2 < ka and that k18nd k3 are not true cut~off wavenumbers, in 
the sense that the response attains $p~cific values (e.g.; e-1 times peak 
response) at these wavenumbers. The roles of k1 and ka are explained ih the 
foll ow; ng paragraphs. 

Use of (16) . and (17) is illustrated schematically in Fig. 1 ~ Maximum 
response change is attaitled when 

a .(a} _ . -w [8 r12 1 - 0 , 
a · 

d (b) ~ . 
dO

b 
[~r23 ] - 0 . 

Upon using (11) and (16) in (18), it is found that 
k 

21n (f-) 
02 = 2 . 
a .2 (kf ~k~) 

k 
21n (--.l) 

(18 ) 

( 19a) 

2 k3 o = . .. . 
b .2 (k~ _ k~) 

(19b) 

The constraint (17), when combined with (11) and (16), implies that · 

kl = '~a {-In [e-(ttOak2)2 + e-(ttObk2)2 - e-(·obk3)2] }. (20) 

Having chosen k2 and some value for k3 (for which k2 < k3 < 1), it is possible 
to solve (1gb) for Ob and use (19a) and (20) to iterate on k1 and Oa until the 
system is SOlved. In practice, convergence is rapid. 

As seen in Figs. 2 and 3, band-pass response ;s normalized to unity at 
the center of the band. If the unnorma1ized response difference at k2 is 

then the normalized response is simply 

r . = _1_ [r ( b) _ r ( a )] 
bs or s s s 

A completely analogous argument holds in the temporal domain. 
7 
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Band-pass filtering proceeds as follows: data are interpolated to grid 
points using the weight function 

Wa (R, .T; 0, N) 

and again, using weight function 

(p R).2 = exp [- ">":;;";'~-'-
402 

a 

2 
(yT) ] 
4N2 . 

·· a 

These yield grid point values for the analyzed field of .(a) and .(b), respec­
tively. If the bands are centered at k2 in space and \/2 in time, then 

8r = e-[(nObk2)2 + (nNb\/2)2] _ e-[(nOak2)2 + (TINa\/2)2] 

and so the band-pass field is given by 

(21) 

For the purposes of this paper, a tllow-passllfield is chosen to be .(a). 

If the scale of the phenomenon of interest is precisely known, it is 
. possible to center the band-pass filter at exactly that scale. In general, of 
course we want to look at a narrow range of scales. The aim of this research 
is, in part, to exam~ne events,at the.re~olution l~rr1its of the conventional 
surface data network . AccOrd1 ng1y, lt lS appropr1ate to place the band 
center at or near that limit. If the ceriteris placed-at or near-the Nyquist 
frequency (or wavenumber) for the data, 'then truncation erro.r is 'likely to be 
a serious problem. There is no clear-cut lower 11mitforthe sampling fre­
quency to avoid truncation difficulties, but roughly six to eight samples per 
wave give reasonably accurate first derivative estimates. , . ' 

The filter used, therefore, centers ori waves that the data mesh (roughly 
:twice the grid) samples at about siX times the Nyquist interval~ The response 
functions in space and time are shown in Figs. 2 and 3, while the correspond­
ing weight functions are Seen in Figs. 4 and ,S. It may be ()bserved that k2 
and k3 (\12 andv3) determine a unique band,:"pass filter centered at k2. 

. . . ~ 

·2 ' •. . >';:" ": :" . ' ,. '-;::< ' . , '.' 
. ThatF$'~· ';; ,~hesubsynoPt res cal es of 1 eng th and time fa 11 at 0 r nea r the 

reso lutloh': ) im its for that data. 
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2.3 The Data and the Analysis Grid 

Surface observations obtained from the original WBAN-10 (or equivalent) 
forms are used for this study, including all "special" and "local" observa­
tions which are frequently not transmitted. All data between 0515 and 1845 
CST (including wind speed, wind direction, time of the observation, altimeter 
setting, temperature, and dewpoint) are transferred to magnetic tape, after 
being subjected to pre-filtering. 

The pre-filtering removes gross errors (such as those introduced by key­
punch mistakes) and obviously unrepresentative observations. An observation 
is- considered unrepresentative when its second time derivative exceeds a 
threshold value selected to reject only about 40 or fewer observations out of 
about 1800 per data set. A rejected observation is replaced by a smoothed 
value obtained from a cubic polynomial fit of surrounding good data points. 

Altimeter setting is used in place of the so-called sea-level pressure 
(SLP) for two basic reasons: first, more stations record altimeter setting 
more frequently; and second, the method by which altimeter setting has been 
reduced to sea level is the same at all stations, independent of the tempera­
ture history. This procedure introduces a diurnal trend but SLP also contains 
some residual diurnal trend and, additionally, such influences may be physi­
cally meaningful to severe weather activity. 

The wind speed used, in the event of gusts, is the arithmetic mean of the 
"sustained ll wind and the gust, rounded to the next highest knot, if necessary. 
It is felt that both extremes are unrepresentative of advective wind speeds. 

Cases have been chosen by several criteria. First, the author resided in 
Oklahoma from 1972 to 1976 and is generally familiar with weather events 
during that period. Second, severe thunderstorms had to have occurred; an 
exhaustive test of the technique must include a variety of cases so that storm 
and non-storm magnitudes for the variables can be compared, but a technique 
has to function properly during storm events before being considered for 
general use. The following days were chosen: May 24, 1968; April 19, 1972; 
May 22, 1972; June 27, 1972; March 13, 1973; May 24, 1973; June 8, 1974; and 
June 18, 1973. These cases were chosen to represent several types of severe 
weather systems. The last case is the primary testbed for the analysis. 

Interpolation is accomplished on a 25 by 19 grid, superimposed on a Qolar 
stereographic map (true at 60° N latitude with a map scale factor of 1:107). 
The map coordinates, the grid, and the stations used in the analysis are shown 
in Fig. 6. The 0.25 inch grid spacing corresponds to 63.5 km. Maps of ana­
lyZed quantities are produced at hourly intervals from 0600 CST to 1800 CST. 
About 125 stations are used in the analysis, including those within roughly 
two grid lengths of the grid borders. Not all stations report hourly, espe­
cially in the western part of the grid. A terrain analysis based on the low­
pass filtered station heights is shown in Fig. 7. Map coordinates shown are 
based on map inches from the north po.le and 100° W longituqe for the y and x 
directions, respectively.- . 
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3. RESULTS OF FILTER~NG .. JUNE 18, 1973 

The band-pass filter is applied to surface data for this case (also . 
studied bySiebers et al. 1975) which involves relatively isolated ~evere 
weather events. Upper air data .at 0600 CST indicate Q strong trough in the 
western United States extending. southward . frotn.:l low center located in Montana. 
There are two minor shortwaves imbedded in .this trough--one extending itito 
western Kansas and another;n':fo central Arizona. The ,500 mb winds in the D(lse 

, of the trough are about 10 . ms-] from Ari,iona to ,Illinois ~ , Isotherms "at 500 mb 
show no indication of cc1d air advection that mightaffect 'Oklahoma.At700mb~ · 
a weak thermal ridge lies along a line from the Big Bend area' in Texas, through 
the Texas and Oklahoma Panhandles into' west central Kansas, with moderate cold 
air advection in the base of the major trough. Abroad band of rnoistureat 
850 mb extends from southern Texas through Okl ~homa and extreme eastern Kansas, 
into Iowa, ahead oJa well-defined trough axi s.A wedge of dry, warm air 
separates tfiisrnO.ista,ir from a strong 850mb cold front in ' central Kansas 
through the extreme western Oklahoma Panhandle into northern New Mexico. Winds 
at 850 mb i nthe mqistair are southwesterly at spe~ds Of 15 to 25ms- l , and 
are northwesterly at about 25 ms-1 in the cold air to the north . 

To summarize the synoptic pattern for this case, the l,Ipper-air pattern is 
relatively weak, with an apparent strengtheningcf the system as one approaches 
the surface. ,Moist airahead .of the front is quite unstable, and many of the 
700 mb and 850),nb parametersmenti oned by Mill er(l972 )as favorable for 
severe weather, are moderate to strong, while the 500 mb parameters are weak. 
This situation is not typicQl of a classic severe weather outbreak, but it 
does represent many seVere weather situations during late spring, when the 
polar jet str~am is usually well north of Oklahoma . . 

As seen in the figures presented, spatial continuity of the analyzed 
fields seems satisfactory. To examine the temporal continuity of filtered 
surface data, assume that the"u .. component ll O.f the wind field' (basically, the 
eastward cO.mpO.nent, on this analysis grid) is the field mO.st likely to' exhibit 
excessively rapid temporal variatiO.n. This is a reasO.nable assumption, ' 
especially since windcO.mpO.nents ' are thEl noisiest data with which we deal. By 
showing satisfactorily continuous results for the u-corhponent; we can infer 
that the rest of the' analyzed fields show good time continuity. Fig. 8 shows . 
the hourly values of the u·component at a centrally located grid point; the 
temporal behavior is, indeed, quite smooth. An examination of the time evolu­
tion of the ~patjal patterns (riot shown) confirm~ this conclusion. 

Consider the low-pass results seen in Fig. 9 at 1200 CST. The stream­
line/isotach pattern reveals the dominant frontal convergence zone acrOss 
Oklahoma from southwest to northeast. This convergence zone is associated, 
but not coincident, with a pressure trough and is characterized by cyclonic 
relative vorticity. The mixing ratio field shows a distinctive pattern, ' 
curving southward in western Oklahoma where the surfacedry1ine intersects the 
surface cold front. The axis of maximum moisture convergence is approximately 
coincident with the dryline, while kinematic convergence lags some~'1hat behind 
the dryline, in agreement with the findings of Schaefer (1974) for quiescent 
dryline situations. The dryline is not clearly depicted in the low-pass 
streamline field, but it shows clearly as the trailing edge of a band of high 
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. isobaric crossing angles ,that extends southward from central Oklahoma , .' Wind 
speeds are basiCallysubgeostrophiceverywhere (as might well be anticipated 
at ,the surface) with ageostrophic speed ma;xima ass'ociatedwith low crossing 
angles in the moist ajr and high crossing angles in the dryai.r., An ageo­
strophic speed minimum ;l ies in the pressure tr:.ough. , Crossing allgles are 
rel atively low in both the col d and the m()i st .ai rmasses. · . 

With only minor changes, these low.,.pass· patterns remain nearly fixed 
throughout the l2-hour ,analysisperiod . . This is, ill ,part"a~ result_ of the . 
filtering. Nevertheless, the: remarkable consistency: of the-;Grossing angle 
pattern suggests that thi,s largescale flow is ,being influence~by q,syste- . 
mati c" "reJ atively time-independent process whi,ch. caUSeS a charq,cte·ri sti cde-

' ,Parture from g~ost.rophic balance,. The; pattern is notsUgg.estive ; ofJrictional 
.effects, as it is neit'her strQng.ly .dependellt 00 terrain- nor on ,time of day. 
This subjept"js examined. further ,in ,9 la,ter $,e'ction. ' , ' . 
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LOW-PASS VORTICITY LOW-PASS DIVERGENCE 

STREAMLINES AND 

Fig. 9a Low-pass results for June 18~ 1973 at 1200 CST. Vorticity and 
divergence are multiplied by 106 and units are sec-1. . 
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Band-pass fields (Fig . 10) naturally reveal smaller scale temporal and " 
spatial features. The most striking feature in the streamline/isotach field 
at 1200 CST is the cyclonic circulation in southwest Oklahoma. The associated 
frontal zone and dryline are seen in greater detail and this cyclone is 
associated with the dryl ine/front intersecti on. The center of ci rcul ati on has 
moved out of the central Texas Panhandle area since 0600 CST and is now (at 
1200 CST) almost coincident with the nearly stationary band-pass pressure 
minimum. There are several noteworthy features in the derived properties of 
this flow field. Significant cyclonic vorticity extends westward from the 
circulation center, which is interpreted as the westward extension of the cold 
front. The large kinematic convergence maximum (still behind the dryline) 
south of the circulation has developed rapidly since 0900 CST, coincident with 
an increase in the westerly component in the dry air. This was accompanied by 
a rapid temperature rise and a sharp moisture decrease. The three moisture 
convergence maxima apparent at 1200 CST have evolved separately: the first, 
northeast of the circulation, as a feature in slow decline (since 0600 CST); 
the second caus~d by the rapid increase in kinematic convergence near the 
dryline just discussed; and the third being a separate, persistent frontal 
feature in extreme northeastern Oklahoma. 

The satellite photo (Fig. 11) at about the same time, reveals only a band 
of towering cumulus along the front which apparently terminates near the 
center of circulation. However, the picture taken several hours later (Fig. 
12) shows active severe thunderstorms which coincide remarkable well with the 
three moisture convergence centers. The storms' time history indicates that 
severe weather occurs only after several hours of substantial pre-existing 
(band-pass) moisture convergence. Activity in Texas, south of the Red River 
in the convergence zone associated with the dryline, is only beginning to 
develop by 1642 CST, whereas storms in Oklahoma are already producing torna­
does. 

The success of band-pass moisture convergence in delineating .preferred 
areas of storm development several hours before storm initiation is, perhaps, 
the technique's most convincing demonstration. Although this case is excep­
tionally well-defined, most other cases studied seem to fit this general 
pattern. Some of the cases suggest the dominance of scales of motion above or 
below the scale chosen here. Among the eight cases studied so far, four were 
of the sort depicted in this section. Two cases were clearly synoptic in 
character and two appeared to be below the resolution limits for surface data. 
Thus, on any given severe weather day the organizing dynamics may be predomin­
ately synoptic or, perhaps, well below the limits of surface data resolution. 
However, a "substantial amount of severe weather that occurs in the southern 
Great Plains is characterized by organizing dynamics that seem to fall in the 
subsynoptic range emphasized with this band-pass filter. 

4. SCALE ANALYSIS OF SUBSYNOPTIC SYSTEMS 

Despite the scarcity of definitive upper air obServations on the sub­
synoptic scale, we can proceed witha formal scale analysis, using surface 
data when available. Estimates for the vertical variations can be deriv~d i~ " 
part from numerical simulations and in part from inference from the surface 
data. The scaling follows the procedures outlined in Haltiner (1971). 
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BAND-PASS VORTICITY BAND-PASS DIVERGENCE 

STREAMLINES AND ISOTACHS (M PER SEC) BAND-PASS WINOS 

Fig. lOa Band-pass resuZts for June 18~ 19?3 at 1200 CST. Vorticity and 
divergence are multipZied by 105 and units are sec-1. 
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Fig; 11 . SateUite photo at 1221 CST on June 18, 1973. 

Fig. 12 Satellite photo at 1642 CST on June 18,1973. 
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In specifying characteristic values, a more specific definition of the 
term "subsynoptic" is provided. Physical scales in space and time are: 

L .... Characteristic horizontal scale (about a quarter wavelength); 

D .... Characteristic depth scale (also a quarter wavelength); 

H .... Scale height of the atmosphere; 

V,W .. Characteristic horizontal and vertical velocity amplitudes; 

T •••• Characteristic period (advective period). 

The notation here follows Haltiner; however, charilcteristic values reflect the 
difference in scales. Here we use 

v = 20 ms- l , L=2X10Sm, D = 2.SX 103m, 

which implies T = 104 s" The magnitude 6fl~ is to be developed. 

This analysis is concerned only with medium scale flow and does not 
include the synoptic scale terms and their interactions on this scale. 
Specifically, if we suppose that any general physical variable cP is the sum of 
three basic components--i .e., a large sca1-e, a medium scale, and a small 
scale---so that 

ct> = t + ct>M + ct> S 

then ct>M is associated with the band-pass results, 1.e., 

. ~ (b).,ct>{a) = ct> 
. . ' " M 

where the superscripts a and b,.·· as ' inthe ~ precedi ng' chapter, denote the val ues 
produced by low.~passfil ters wi th differentr·esponse. ' Linear terms 1 i ke 

ocjJM _ ' ap(b) . .... acp(a) ." 
'at - at ·- · ,· .. at ." , . 

:./ ~ . , . . -. . 

present no difficulty i:nscale~epa.ratfo~. However;npn1inear terms are more 
troubl esome. For eXClmrHe, :consider'·' .. . ' •. ": 

. '.' 
-;.' . ~- .. 

" ClcjJ .:, .•. . . . : ~" 0 . '. .. ...<;~.. : 
u ax = (uL + uM + uS) ax (ct>L + ct>M + cps) 

When the products are low-pass filtered, the results are 



arid 

. ".; 

so that the difference of the products is ~iven by 

However, the product of the differences is simply 

Characteristic values of u and </> may be different between the scales--e.g., if 
</> is. temperature, assume that 

so that 

d</> 
In the scale analyses to follow, only the term uM d~ is considered, which 
ignores any interaction terms, as they are likely to be of the same order as 
the terms we include (or, perhaps, of lower order). This is not to imply that 
interaction terms are not significant. Such effects are not considered in 
this study. 
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The Rossby number, Ro, is defined as 

_ V 
Ro - fL' , 

o 
(22) 

where fo is the characteristic value of the Coriolis parameter(fo - 10~4s-1). 
By the above, Ro -1. Furthermore, we assert that the Richardson number, Ri, 
defined by 

Ri 

a(ln 8) 
g . a z . 

' -2-
(E1.) . az 

.. 
is also of order unity. This assertion is examined in a later discussion. 
Finally, the Froude number, Fr, given by 

is of order 10-2. 

v2 
Fr =-. gO . 

(23) 

Using Haltiner1s (3.23), along with (22) and (23),andHaltine'r l s (3.21), 
which shows that 

a1n8
S 

as 
-a-z- - 0 

where as is the stabi li ty parameter of the standard atmosphere (a - 10.:..1), it 
is found that s 

(24) 

This gives W - 2.5 X 10-1 m s-1 (about '25cm s-l)~ This value is qbout three 
times larger than the numerical simulations of Tokioka (1972) or Nitta and 
Ogura (1972). Following Haltiner, 'the order ofthe~ressure terms is ' 

' oP I ' - OFf_ 4 x 10:-3 ', .. 
.' ... ... , HRo ,· .. (25) 

where H- 1.04 m' ~ ThisjlllPli es adimeris tonal pr.essure pert~rbati on of about 8 
mb; which,is al so . in rough . agreemeritwi'thnumeric'a]simulatJons. 

.. .. .. 
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-+ . . .... . ' .. . . .. . ' . . .. 
wher~ :'F ·is . 1;he ',friq~ion~erm~ . · lfwe' ~gl1?W, 1.e~is',.(971) ;~nd ~eplase ,, 'thiS te~m 
bYKV, and use a value forK = 8 x 1 a. S7(Hau,rw1tz, 1947), >then all terms 1n 
thisequatlonare of order 10.-3 m s-2. This ' suggests that, based on prel im­
inary estimates, no dynamic balances exist for subsynoptic scale motions. 

. . . , - . 

As shown in numerous texts, including HaTtfner's, if the characteristic 
depth is sufficiently small compared to the characteristic length, the hydro-
static ass~mption is justified. In this case, . 

2 
.!L ~ 10.""4 « 1 
L2 

so we Can legitimately assume hydrostatic equilibrium. 

For the conservation of energy (First Law of Thermodynamics), we again 
call on Haltinetls analysis. In his notation (Page 52),using (24) 

( ~ .+ V • v) 1n a ~ Y... Fr ,", 10-6 
at L Ro . ' 

a os I V Fr ~6 
w az (er) ,. [Ro ,. 10. , 

s 
(27) 

where 08 1 j8s 1 is the ratio of the non-dimensional perturbation of 8 to the 
non-dimensional characteristi£ value of e (see Haltiner, Page 47). These 
results indicate that the isentropic assumption on this scale is questionable, 
since the second term is not balanced by either of the others. Thus, the 
anisentropic form is required, which is . 

~ ± a tI 
(at + V • v + waz) 1n e = tr ' 

p 
(28) 

where W is the anisentropic heating rate. That anisentropic effects playa 
significant role has been suggested by Gall (1976a,b) and Nitta and o.gura 
(1972). 

In the preceding, an implicit assumption is that the mass continuity 
equation can be scaled so that 

V ,. W 
[ IT (29) 

This is not the case for all scales, as shown in all standard texts, but (24) 
implies that since both Ri, Ro M 1, (29) is valid. This also indicates that 
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on this scale the vorticity and divergence are of the same order. The rela­
tively shallow nature of this type of disturbance allows the neglect of verti­
cal density variation effects in the mass continuity equation (for scaling 
purposes) . 

Consider the assumption that Ri - 1. When deriving (24), the order of 
the static stability term was established through 

-1 The value of 10 for Os has been established for the standard atmosphere, 
using the total depth of the troposphere to estimate 68/8. If the value of 
69/8 is chosen to be appropriate for a layer of depth D, in contact with the 
surface, then one might use 

which, in our case, is of order Fr, since Ro - 1. Thus, 

Ri -
.9.~ 
D8 

v2 

o 
= .9Q2 Fr - 1 • 

V 

There is an element of inconsistency in this argument, which can be justified 
only in part by the following discussion. 

Studies by McGinley (1973) and Sasaki (1973) show:that Ri takes. on a . 
range of values from 10-1 to 10 in the areas whereinsubsynoptic c1rculatjons 
develop. It is not entirely clear that one can establish a single value of Ri 
that applies to a region within which the vertical stratification varies 
significantly. Also, the findings of Schaefer (1976) show that, by varying 
the depth of the layer over which 68/8 is estimated, substantially different 
values can result; even in horizontally homogeneous regions. If we assume 
that the issue of a characteristic value for Ri is not completely established 
from this scale analysis, the results of analysis of rea.l data may he1pto 
resolve the problem. Note that the analysis andcomputation of Gambo (1970a, 
b) stress that Ri - 1 if the medium (subsynoptic) scale divergence is to be of 
comparable order to the vorticity and that 

This issue is to be examined when discussing the dynamics on this scale. 

Finally, consider the anisentropic heating mentioned earlier. The dry air 
west of the surface dryline in Great Plains. subsynoptic systems is character­
ized by steep lapse rates over a deep layer (Schaefer, 1973; McFarland, 1975). 
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It is reasonable to propose that a substantial anisentropic effect could be 
realized by turbulent mixing in such an airmass. Neglecting the two smallest 
terms in the anisentropic statement of the First Law: 

w aln Ss = _Q_ = dln S 
az cpT dt ' (30) 

where (27) requires that Q be approximately 3 joule ~g-l s-l. 
this is the result of turbulent heat flux divergence, then 

Assuming that 

-
.JL = 1!i 
CpT az 

(31) 

where H - wrer, the turbulent heat flux. Now the turbulent heat flux can be 
modeled via an eddy coefficient approach, i.e., 

H = K aln S (32) 
H az 

As before, there is some ambiguity in estimating the lapse rate of ln s. If 
(32) is used in (31) and (30), it is clear that 

al n S 
s "< ~ (K a ln S) w --::-a-z~ az H a z 

In estimating aln s/az, if it is assumed that the lapse rate terms on both 
sides of (33) are of the same order (oslO), then 

K - WO - 5 x 102 
H 

(33) 

(34) 

If, instead, on the right-hand side of (33), aln s/az is of order FrIO, (34) 
is changed to 

(35) 

The value of 5 x 102 m2s- l seems more reasonable, from the results of McGinley 
(1973) and by direct calculations in a higher order closure model (Burk, 
personal communication). Also, the estimates of Wu (1965) suggest that while 
(35) may be representative over very shallow layers, (34) seems more appro­
priate for this study. 

In the moist air ahead of the dryline, where severe convection is ex­
pected, latent heat release could account for the anisentropic effect. Suppose 
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C is the condensation rate and L is the latent heat of condensation (L - 2.4 
x 106 joule kg- l ). Then the anisentropic heating rate per unit mass from 
condensation is simply 

Q = LC • (36) 

Now, by the scale analysis Q/CpT - 10-5 s-l with cpT - 3 x 105 joule kg~l, so 
(30) implies 

C - 1. 25 x 10-6 s - 1 , 

or, in conventional units 

which is the same order as the band-pass moisture convergence we have computed 
for the subsynoptic scale--i.e., 

if r - 10 g kg- l . Hence, there is substantial agreement with the results of 
Fritsch (1975) who points out that severe convection cycles both total mass 
and water mass substantially faster (by an order of magnitude) than can be 
resupplied by large scale convergence. Our results s~gest that subsynoptic 
moisture convergence is adequate to account for the water mass budget of 
severe convection, and that the latent heat released in the convection process 
can account for the anisentropic heating in the moist air. 

5. SUBSYNOPTlC SCALE DYNAMICS 

As suggested in the Introduction, there is a modest amount of dynamical 
theory available in the literature on this scale. No general agreement exists 
about the primary mechanisms responsible for severe weather situations. Sub­
stantial numbers of tornadoes and severe thunderstorms develop in association 
with what could be called "synoptic ll scale weather systems (e.g. ,June 8, 
1974). The severe weather events in such a situation are widespread and, as 
Ostby (1975) suggests, are relatively well treated by conventional . forecast . 
methods. Other situations (such as the June 18, 1973 event) are~haracterited 
by somewhat isolated clusters of severe thunderstorms, in association with 
subsynoptic systems that cannot be eXplained by classical synoptic scale 
theory. The main criterion used to differentiate between the two types is the 
presence or absence of strong upper-level . (500 rub or. lower pressure) forcing. 
As explained in palmenand Newton (1969), upper .... level . divergence is crucial 
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for extratropica1 cyclone development. Upper-level divergence is generally 
associated with positive vorticity advection (PVA) at 500 mb, and it is often 
not possible to find strong PVAin many tornado events, especially in the 
Great ' Plains. . 

Instead, as suggested by Tegtmeier (1974), many seVere weather events 
occur with frontal waves that never complete the full life cycle of an extra­
tropical cyclone. In this sense, they are "stable" frontal waves. There is 
also a growing body of evidence that such medium scale (subsynoptic) systems, 
which develop in zones of modest baroclinicity, play an important role in 
organizing severe convection. The numerical simulations of Gall (1976a,b), 
Nitta and Ogura (1972), Tokioka (1972) and Gambo (1970a) all suggest the 
disturbances, primarily confined to the lower troposphere, can develop on a 
subsynoptic time scale, independent of upper~level developments. 

Instability theory; as developed by Stone (1966), Tokioka (1970), and 
Orlanski (1968), points out that in the range where Ro and Ri are of order 
unity, a variety of mechanisms can operate. Influential instabilities can be 
of Kelvin-Helmholtz (vertical shear), symmetric baroclinic, geostrophic baro­
clinic, or barotropic (horizontal shear) type. A small variation of either Ri 
or Ro can cause a large change in the theoretical growth rate for the various 
modes. Tokioka (1970) and Gall (1976a) point out that for classical baro­
clinic instability the growth rate increases for decreasing Ri,with the growth 
rate maximum shifting toward smaller wavelengths if the lapse rate increases 
under constant vertical shear. This is precisely the situation expected for 
frontal waves of the sort being considered. Also, Kung and Tsui (1975) and 
Gall (1976a) have shown that the primary source of subsynoptic scale kinetic 
energy production seems to be in baroclinic mode. Since the work of Kung and 
Tsui is observational, we tend to support the baroclinic instability hypo­
thesis. Gambo (1970a) has shown that baroclinic instability becomes signifi­
cant for Ri - 1, but emphasizes that other mechanisms, such as shearing 
instability, may also arise (Gambo, 1970b). 

The numerical simulations of Tokioka (1972) and Nitta and Ogura (1972), 
as well as the observations of Matsumoto et al. (1970) have shown disturbances 
that are relatively cold (in the lower troposphere) on the south side of the 
system. However, Nitta and Ogura point out in their observations that the 
cold air is on the north side. The cases seen in this study also show cold 
air to the north. Thus, as proposed by Gall, the frontal wave circulation 
acts to decrease dynamic instability. In the absence of upper-level synoptic 
forcing, the warm air rising northward and the cold air sinking southward act 
to suppress further baroclinic development, via an increase of static stabil­
ity and a decrease of vertical wind shear. It is anticipated that the severe 
convection developing in association with the subsynoptic wave plays a sig~ 
nificant role in this process. The budget studies of McGinley (1973) support 
this hypothesis. His analysis of several cases, including two cases studied 
here, shows that when thunderstorms are present, subgrid heat sources and 
kinetic energy sinks exist at high levels, with heat sinks and kinetic energy 
sources at low levels. This indicates that severe convection acts to relieve 
conditions that allow the subsynoptic circulation to amplify. 
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In order to use the results obtained from band-pass filtering to shed 
light on the dynamics of subsyoptic systems, consider the vorticity (~) and 
divergence (0) equations: 

+ (d w ~ _ d w ~) + K"" ° ('iJ x -+F _ 'iJ 'iJ) 
3y dZ dX dZ a. x p , (37) 

and 

dO -+ dO 2 2 dV 
a[ + V°'iJo + w az = -0 + g -a.'iJ p + 2ko('iJu x 'iJv)-'iJ(w oaz)-

-+ -+ A 'iJa.o'iJp + 'iJoF + Vo(k x 'iJf) (38) 

These equations are to be applied only to the subsynoptic scale and, as 
mentioned before, are not intended to include the interaction terms with large 
scale flow. 

There is no reliable way to calculate certain terms in (37) and (38) and 
these are omitted with the understanding that terms omitted are not necessar­
ily considered negligibleo Such terms include: those involving the vertical 
component of flow, any vertical derivative, or 'iJa.. Clearly, from surface 
data alone, no means of obtaining vertical motion or vertical derivatives 
exists without extremely restrictive assumptions. Baroc1inic effects (terms 
involving 'iJa.) are non-negligible, as seen already, but the density variations 
across the grid are somewhat unreliable (as calculated from the observations); 
hence the omission at this time~ Terms involving 'iJf on the subsynoptic scale 
are negligible, as can be seen from our scale analysis, but these have been 
retained simply because of ease of calculation. The friction terms are also 
troublesome to calculate and so are omitted. 

The remaining terms are calculated using the band-pass filtered fields in 
order to ascertain to what extent those effects we can estimate from surface 
data alone are important in the dynamics of the flow. After omitting the 
aforementioned terms in (37) and (38), it is found that 

d~ -+ at - -V''iJ(r;+f) - (~+f)o , (39) 

and 
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where these are not necessarily equations, as noted. The extent to which (39) 
and (40) are satisfied as equalities, rather than associations (denoted by 
"_II), provides insight about the importance of the terms omitted. 

Upon using the band-pass data to evaluate these equations, several 
remarkable results are found. First, relation (39) is found to be very nearly 
an equality. This agrees with the conclusions of Matsumoto et al. (1967) that 
on this scale, the vorticity distribution seems to be dominated by the diver­
gence field. Thus, it appears that the vorticity of the subsynoptic system is 
generated by convergence and advection of already existing low-level vorticity. 
We find no significant need for a contribution from the tilting term, which 
disagrees with Matsumoto et al. (1967). 

Scale analysis implies that the largest terms in (40) ought to be of 
order 10-8 s-2. This is verified by the band-pass data, with the exceQtion of 
the pressure Laplacian term (-a.v2p), for which values are of order 10-"ls-2, 
in agreement with values obtained by Matsumoto and Ninomiya (1969). Eddy 
momentum transport is not clearly responsible for the apparent imbalance, as 
the pressure Laplacian remains the dominant term throughout the day. Sub­
synoptic scale momentum transport, implied by the terms 

+ a+ 
ao v av h· . ( v) w Tz' w·az, w lch are derlVed from v· w az 

is more likely to be responsible. Since the pressure term violates our 
preliminary scale analysis, such additional violations are not unreasonable. 
Note again that the pressure used here is already a sort of "perturbation_. 
pressure", since the low-pass pressure field had been subtracted out. Ageo­
strophic patterns seen in the low-pass fields reveal that the crossing-angle 
patterns are remarkably consistent from case to case and from one analysis 
time to another. This also suggests some relatively large scale, time inde­
pendent effect which may be below the low-pass analysis scale, but of the same 
scale as the subsynoptic system. We cannot clearly isolate terms that balance 
the pressure Laplacian term. Nevertheless, if the pressure term is large 
compared to remaining terms and the effect is not temporally variant, then 
friction terms generated by small-scale eddies are probably not responsible 
for the balance, which has been proposed by Matsumoto et al. (1967). 

Assuming that the pressure Laplacian term is, in fact, balanced by terms 
omitted from (40), a problem remains. Those terms of (40) that are retained 
after accounting for the balance still fail to explain the observed time 
variation of divergence. It is here that the temporal variation of the fric­
tion terms as a result of dry convection may playa role, as suggested by 
Sasaki (1973). The convergence seen immediately behind the dryline could be 
related to this effect, since convective mixing develops rapidly in the 
morning within the dry air as the morning inversion is eroded by solar heating. 

In summary, it appears that the subsynoptic scale flm<l field satisfies a 
special type of "balance" equation with its mass field--namely 
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(41) 

When this is satisfied, the observed time changes are at least of the same 
order as the remaining calculable terms in (40). If the friction term is 
assumed to be responsible for the residuals in the revised divergence equation, 
(40) becomes 

(42) 

-+ 
where F is of the form ajaz (~). 

The corresponding vorticity equation makes use of this special "balance ll 

relation, since (41) implies 

-0: ~ = w l!:!. ax az' 

an _ av 
-0: ..::.L - W -ay az 

(43a) 

(43b) 

Neglecting horizontal gradients of vertical shear and of 0:, differentiating 
(43a) with respect to y and (43b) with respect to x gives the result that 

aw~ _ aw ~ = _ (i.L _ i.L) = 0 
ay az ax az 0: axay ayax 

This suggests that the tilting terms are negligible, and agrees well with the 
calculated results that imply (39) is an equality. Note also that the friction 
term appears unnecessary in (39) which agrees with the work of Matsumoto et 
ale (1967), in which frictional forces are considered irrotational. Thus, 
friction on this scale may be predominantly the result of eddy momentum trans­
port, as postulated by Matsumoto et ale 

6. SUMMARY AND RECOMMENDATIONS 

We have developed a band-pass filter which can produce a detailed sub­
synoptic analysis from relatively noisy surface data. Analyses are well 
correlated with severe storm events when the organizing dynamical system is 
within the resolution limits imposed by the data. 

From these results and a~ailable theoretical and numerical studies, a 
subsyrioptic scale ~nalysis is developed which is modified slightly fo~ con­
sistency with results using the band-pass data. This analysis suggests that 
anisentropic effects playa major role in sUbsynoptic events. Surface data 
are consistent with the hypothesis that the circulation is a low-level baro­
clinic instability phenomenon . . These circulations can be detected well in 
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advance of thunderstorm development and appear to localize storm activity ;n 
such a way that very strong convection results~ which may be instrumental in 
causing decay of this subsynoptic scale circulation. There is evidence that . 
a subsynoptic scale balance exists between the pressure forces and the momen­
tum transport generated by the vertical circulations of the subsynoptic 
system. This momentum transport may also influence the larger scale flow~ 
creating characteristic patterns of ageostrophic winds. 

To the author1s knowledge~ band-pass moisture divergence calculations 
have been done previously only by Hylton (1972). Hylton1s method of computing 
moisture divergence differs somewhat from the method used in this study, so it 
is difficult to compare results. A method similar to band-pass filtering has 
been presented by Darkow and Livingston (1973) in which a Shuman (1957) 
filtered I/low-passl/ field is subtracted from the analyzed field, but no 
attempt at analysis of the spectral modification of this technique is made. 
Also, only pressure and static energy (Krietzberg~ 1964) fields are analyzed, 
with no kinematic analysis. 

Because of the lack of previous work in this area, a considerable effort 
could be made to use band-pass analysis in a wider range of cases. The work 
of Charba (1975) or Hudson (1971) has shown that I/low-passl/ moisture conver­
gence has good correlation to severe weather events. Since this study sub­
stantiates their findings and indicates a possible extension to band-pass 
moisture convergence, this seems to be a fruitful avenue for further study. 
A question of some practical significance exists in this area--i.e., whether 
or not the results shown here can be useful in real-time forecasting. If this 
method can be applied on a real-time basis~ not only is the range of test 
cases extended, but the method1s usefulness for refining severe weather 
threat areas (as suggested by this post-storm study) can be evaluated. 

Another potentially useful avenue of research is modeling the subsynoptic 
systems we have isolated with the band-pass filter. The results of the scale 
analysis provide a preliminary framework for additional numerical simulations. 
If one can successfully parameterize the anisentropic effects, the results 
shown can be applied to a simplified model, perhaps incorporating the implied 
balance equation as a diagnostic constraint. The role of diurnal effects in 
the dry air seem crucial to storm development, but it is not yet clear how the 
dryline (which is not a baroclinic zone) interacts with the frontal wave. 
This interaction could be clarified by numerical experiments. 

Lack of knowledge of the subsynoptic scale vertical structure is a 
critical gap which inhibits further elucidation of sUbsynoptic processes. 
Available serial soundings in proximity to tornadic storms (Schaefer, personal 
communication) show deepening of the moist layer and erosion of the capping 
inversion prior to the onset of convection. This supports our hypothesis 
about the role of subsynoptic scale moisture convergence in localizing con­
vection. Nevertheless~ broader knowledge of the time variations of vertical 
stratification is needed to determine the validity of the suggestions about 
the dynamics of the subsynoptic system, especially in the dry air. Budget 
studies on the time and space scales considered could be fruitful in deter­
mination of the nature of energy conversions. 
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Examination of the problems inherent in meteorological analysis has shown 
the need to expand the theory of information content in our observations. 
This has a definite impact on the design of future experimental observation 
networks and data analysis methods. We need to ensure that our networks 
resolve the phenomena that we seek without excessive redundancy, for purely 
practical reasons. Any developing information theory has to account for the 
variety of physical mechanisms that can give rise to meteorological waves, and 
should also be able to account for non-uniform sampling networks. 

Except possibly for surface observations, subsynoptic scale data are not 
likely to be available operationally in the foreseeable future, so motions on 
this scale must be examined as they interact with other scales. This analysis 
has suggested several possible interactions and it is likely that continuing 
research in the dynamics of these subsynoptic scales of motion will indicate 
more interactions. This scale, intermediate between the complex mesosystems 
seen in experimental data and the synoptic scale systems resolved by the 
standard large-scale observing system, probably plays an important inter­
mediary role between the scales. 

Subsynoptic systems represent an exciting area of study that is accessi­
ble with more or less conventional data. It is hoped that this work will 
stimulate further efforts to examine atmospheric processes on the subsynoptic 
scale. 
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